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Artificial Intelligence and Data Science
(Academic Year :2023-2024)

	Course Code: HDSC601

	Course Name: Statistical Learning for Data Science 

	Course Teacher: Prof. Jagruti Save

	Course Outcomes (CO): At the End of the course students will be able to

	CO.1
	Perform data analysis and visualization of the data in hand.

	CO.2
	Solve the real world problems based on sampling and probability distribution 

	CO.3
	Develop and test a hypothesis about the population parameters to draw meaningful conclusions. 

	CO.4
	Fit a regression model to data and use it for prediction. 


Course Lesson Plan
	Sr. No.
	Proposed Date
	Topics
	Delivery Mode
	CO
	Assessment Tool
	Ref. book
	Actual Date
	Remark

	1
	9/1
	Data and Statistics: Elements, Variables, and Observations, Scales of  Measurement
	Lecture
	CO1
	UT1
	T1,T2
	
	

	2
	10/1
	Categorical and Quantitative Data, Cross-Sectional and Time Series Data
	Lecture
	CO1
	UT1
	T1,T2
	
	

	3
	11/1
	Descriptive Statistics, Statistical Inference, Tabular and Graphical Summarizing Categorical Data, Summarizing Quantitative Data
	Lecture
	CO1
	UT1
	T1,T2
	
	

	4
	12/1
	Cross Tabulations and Scatter Diagram.
	Lecture
	CO1
	UT1
	T1,T2
	
	

	5
	16/1
	 Measures of Location, Measures of Variability
	Lecture
	CO1
	UT1
	T1,T2
	
	

	6
	17/1
	Measures of Distribution Shape, Relative Location, and Detecting Outliers
	Lecture
	CO1
	UT1
	T1,T2
	
	

	7
	18/1
	Box Plot, Measures of Association Between Two Variables
	Lecture
	CO1
	UT1
	T1,T2
	
	

	8
	19/1
	Probability : Experiments, Counting Rules, and Assigning Probabilities, Events and Their Probabilities
	Lecture
	CO2
	UT1
	T1,T2
	
	

	9
	24/1
	Complement of an Event, Addition Law, Independent Events, Multiplication Law
	Lecture
	CO2
	UT1
	T1,T2
	
	

	10
	24/1
	Baye’s theorem
	Lecture
	CO2
	UT1
	T1,T2
	
	

	11
	31/1
	Discrete Probability Distributions

Random Variables, Discrete Probability Distributions, Expected Value and Variance 
	Lecture
	CO2
	UT1
	T1
	
	

	12
	31/1
	Binomial Probability Distribution 
	Lecture
	CO2
	UT1
	T1
	
	

	13
	2/2
	Poisson Probability Distribution
	Lecture
	CO2
	UT1
	T1
	
	

	14
	2/2
	Continuous Probability Distributions: Uniform Probability Distribution, Normal Curve, Standard Normal Probability Distribution
	Lecture
	CO2
	UT1
	T1
	
	

	15
	9/2
	Computing Probabilities for Any Normal Probability Distribution
	Lecture
	CO2
	UT1
	T1
	
	

	16
	9/2
	Sampling from a Finite Population, Sampling from an Infinite Population
	Lecture
	CO2
	UT1
	T1
	
	

	

	17
	14/2
	Other Sampling Methods, Stratified Random Sampling, Cluster Sampling, Systematic Sampling, Convenience Sampling, Judgment Sampling
	Lecture
	CO2
	UT1
	T1
	
	

	18
	14/2
	Interval Estimation: Population Mean: Known, Population Mean: Unknown
	Lecture
	CO2
	UT1
	T1
	
	

	19
	16/2
	Determining the Sample Size, Population Proportion
	Lecture
	CO2
	UT1
	T1
	
	

	20
	16/2
	Developing Null and Alternative Hypotheses, Type I and Type II Errors
	Lecture
	CO3
	UT2
	T1
	
	

	

	21
	21/2
	Population Mean: Known Population Mean: Unknown 
	Lecture
	CO3
	UT2
	T1
	
	

	22
	21/2
	Inference About Means and Proportions with Two Populations-Inferences About Population Variances
	Lecture
	CO3
	UT2
	T1
	
	

	23
	23/2
	Inferences About a Population Variance, Inferences About Two Population Variances
	Lecture
	CO3
	UT2
	T1
	
	

	24
	23/2
	Tests of Goodness of Fit and Independence  
	Lecture
	CO3
	UT2
	T1
	
	

	25
	28/2
	Goodness of Fit Test: A Multinomial Population, Test of Independence
	Lecture
	CO3
	UT2
	T1
	
	

	26
	28/2
	Simple Linear Regression Model, Regression Model

and Regression Equation, Estimated Regression Equation, Least Squares Method 
	Lecture
	CO4
	UT2
	T1
	
	

	27
	6/3
	Coefficient of Determination, Correlation Coefficient, Model

Assumptions
	Lecture
	CO4
	UT2
	T1
	
	

	28
	6/3
	Testing for Significance, Using the Estimated Regression Equation

for Estimation and Prediction Residual Analysis: Validating Model Assumptions
	Lecture
	CO4
	UT2 
	T1
	
	

	

	29
	20/3
	Residual Analysis: Outliers and Influential Observations
	Lecture
	CO4
	UT2
	T1
	
	

	30
	20/3
	Multiple Regression Model, Least Squares Method
	Lecture
	CO4
	UT2
	T1
	
	

	

	

	31
	22/3
	Multiple Coefficient of Determination, Model Assumptions
	Lecture
	CO4
	UT2
	T1
	
	

	32
	22/3
	Testing for Significance, Categorical Independent Variables, Residual Analysis
	Lecture
	CO4
	UT2
	T1
	
	

	33
	27/3
	Time Series Patterns, Forecast Accuracy 
	Lecture
	CO1
	UT2
	T3
	
	

	34
	27/3
	Moving Averages and Exponential Smoothing 
	Lecture
	CO1
	UT2
	T3
	
	

	35
	10/4
	Trend Projection, Seasonality and Trend and Time Series Decomposition
	Lecture
	CO1
	UT2
	T3
	
	

	36
	10/4
	Nonparametric Methods Sign Test, Wilcoxon Signed-Rank Test, Mann-Whitney-Wilcoxon Test
	Lecture
	CO3
	UT2
	T3
	
	

	

	37
	12/4
	Kruskal- Wallis Test 
	Lecture
	CO3
	UT2
	T3
	
	

	38
	12/4
	Rank Correlation Estimating Variability of Location Estimates by the Bootstrap
	Lecture
	CO3
	UT2
	T3
	
	


Text Books:

1 Statistics for business and Economics, Anderson, Williams, second edition, Cengage learning

2. Data Science from Scratch, FIRST PRINCIPLES WITH PYTHON, O’Reilly, Joel Grus,

3. Practical Time Series Analysis, Prediction with statistics and Machine Learning, O’Reilly, Aileen

Nielsen [DOWNLOAD] O'Reilly Practical Time Series Analysis PDF (lunaticai.com)














 Course Instructor: Prof. Jagruti Save
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